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...it is different.



THE LEARNING SYSTEM
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INVENTED IT

ROOTS of Reinforcement 

Learning Theories



A: PSYCHOLOGY, CLASSICAL CONDITIONING

• Pavlov (1927): … every stimulus must leave a TRACE in the nervous system… 

Bell

Food

See also: Barto and Sutton: Reinforcement Learning – An Introduction, 2018, MIT Press



B: DYNAMIC PROGRAMMING

• Optimal Control, Bellmann (1952):

… sequence of operations … 

for the purpose of achieving 

a desired result…

R Bellman, On the Theory of Dynamic Programming, 
Proceedings of the National Academy of Sciences



C: BRINGING IT TOGETHER: A TIMELINE OF RL

Reinforcement 
Learning

PSYCHOLOGY

COMPUTER SCIENCE

+ OPERATIONS RESEARCH
+ DYNAMIC PROGRAMMING

1920s

Barto & 
Sutton

1950s

1980s

Q-LEARNING

2000s

Watkins, 1989, 
Cambridge

Bozinovski, 1981 
Crossbar Adaptive 

Array (CAA)
Deep Neural
Networks

e.g. Deep Mind 2013

Deep Q 
Learning

https://en.wikipedia.org/wiki/Q-learning



In 2014 Google DeepMind patented 
"deep reinforcement learning" or "deep Q-
learning" that can play Atari 2600 games 

at expert human levels. 

Screenshot from Pitfall!, the popular Atari 2600 video game released in 1982.



Q-Learning rooted 
in Psychology and 
Computer Science

Several decades of 
development

Main differences to other 
machine learning algorithms:

Concept of an agent that 
senses and acts

feedback only after a 
sequence of actions  



...and first successes.
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ADDING AN ENVIRONMENT

status

ENVIRONMENT E

AGENT AQ-table, POLICY, ...

reward action



Q-LEARNING in action

TAXI ENVIRONMENT FOR REINFORCEMENT LEARNING



TAXI ENVIRONMENT TEST: SWITCHING TO LIVE

4 locations | Pick up at blue, drop off at purple | Free taxi is yellow, with passenger green | Successful 
drop-off +20 pts | Each timestep: -1 pt | Pick-up/drop-off penalties: -10 pts|

[Dietterich2000] "Hierarchical Reinforcement Learning with theMAXQ Value Function Decomposition"



STEPS IN Q-LEARNING

1

2

3

Initialize
environment

Initialize the Q-TABLE

Loop: select the action, observe 

new state & reward, update Q-table 
Q

E

Δ𝑄(𝑠௧, 𝑎௧) = 𝛼(𝑟௧ + 𝛾max
௔

𝑄 𝑠௧ାଵ, 𝑎 − 𝑄(𝑠௧, 𝑎௧))

Learning Rate Discount

Reward Future value
estimate



FILLING THE Q-TABLE
500 states: 25 squares, 5 locations for the passenGer, 4 destinations | 6 actions: 4 directions, pick up, drop



DOWN TO THE NUMBERS:

4 locations | Pick up at blue, drop off at purple | Free taxi is yellow, with passenger green | Successful 
drop-off +20 pts | Each timestep: -1 pt | Pick-up/drop-off penalties: -10 pts|

Means „drop passenger“



CURSE OF
DIMENSIONALITY
Taxi game has 500 states, 6 possible 
actions = 3000 values

In more realistic scenarios, the 
dimensionality explodes

• Camera with 1M pixel * 256 color 
values… etc

better replace the table

STATE

ACTION
Q-value

STATE

Q-value ACTION 1

Q-value ACTION 2

Q-value ACTION n

Q-Table
STATE-ACTION VALUE

Q-LEARNING

DEEP Q-LEARNING



Q-Learning is a 
relatively simple 
algorithm

Basic Q Learning 
stores values in 
a table

(Deep) NN overcomes 
the curse of 
dimensionality

Q-Learning is ‚model 
free‘ (no idea what the 
next state will be)



Methods & Milestones



MILESTONES: WINNING GAMES

Reaches expert 
level in 1995

TD GAMMON

1995
Wins against human 
professional player

ALPHAGO

2015

Wins Chess, Shogi, 
Go (multi-skilled)

ALPHAZERO

2017

Wins multiplayer 
strategy games

MPG STRATEGY

2018-19

Plays Atari arcade 
games on human level

DEEP Q-LEARNING

2013



„TRICKS“

Preprocessing, e.g. number of 
frames, reduces size, color

PRE-PROCESS

Divide the network 
into two parts

NETWORK

Experience replay using: 
𝑒௧ = (𝑠௧, 𝑎௧, 𝑟௧, 𝑠௧ାଵ)

REPLAY

Special hardware: 5000 
Google TPUs, 44 CPUs 
(but works with less)

HARDWARE

Batch update, adaptive 
learning rate

UPDATE



TAXONOMY OF RL METHODS

MODEL-BASED RLMODEL-FREE RL

POLICY OPTIMIZATION LEARN THE MODEL GIVEN THE MODEL

Policy Gradient

A2C/A3C

PPO

TRPO

DQN

C51

QR-DQN

HER

World Models

I2A

MBMF

MBVE

DDPG

TD3

SAC

AlphaZero

RL ALGORITHMS

Q-LEARNING

https://spinningup.openai.com



FUTURE OUTLOOK



Optimization of Molecules via 
Deep Reinforcement Learning

https://www.nature.com/articles/s41598-019-47148-x



GYM UPDATE FROM 2013 TO 2019 & BEYOND

https://clvrai.github.io/furniture/



KEY TAKE HOME CONCEPTS

Reinforcement Learning 
has a long history

Markovian Decision Process

Q-Learning: 
exploration vs exploitation

Deep Learning

Future 
Applications: 

what to expect

New results expected
in all areas that can be 
simulated (can do many trials)
from new combinations of  the 
many approaches



„…new beings will emerge from existing 
artificial intelligence systems. They will think 
10,000 times faster than we do and they will 

regard us as we now regard plants. … . We will 
be partners in this project… “

~ James Lovelock in ‚Novacene‘
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